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ABSTRACT

Through utilising modern telecommunication networks, we present a ‘hexacopter’ capable
of intelligent remote waypoint navigation and image processing. Through the use of a
web interface employing mapping software, users are able to specify remote waypoints for
the hexacopter to navigate. The hexacopter maintains an internet connection through 4G
LTE (or 3G if necessary), allowing monitoring and control within regions of no WiFi or
radio reception. The hexacopter is controlled through a Raspberry Pi, employing GPS
and 4G modules, along with a suite of sensors including a 5 megapixel camera. Utilising
various image processing algorithms for object detection, the hexacopter can coordinate
flight patterns to perform tasks such as object tracking and surveillance. Through utilising
GPS and image processing techniques in tandem, the hexacopter can perform intelligent
searching operations.
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1. INTRODUCTION
Unmanned aerial vehicles (UAVs) have drawn significant
levels of interest and research in the past decade. Over
the years, electronic components have undergone a steady
decrease in size and price, whilst levels of standardisation
have increased. This has allowed the development of rel-
atively cheap and lightweight small helicopter ‘drones’, or
multirotor UAVs. These UAVs can be fitted with a variety
of sensors and equipment to perform a multitude of tasks -
from aerial photography [17] to disaster search and rescue
[78].

A multirotor UAV (MUAV) traditionally comprises four ro-
tors (a quadcopter, exemplified in Figure 1). This configura-
tion allows similar flight capabilities to a regular helicopter:
movement in three dimensions is possible, along with yaw
and hovering in place. The MUAV physically consists of a
central enclosure, housing the majority of the electronics,
with four fixed radial arms with a motor and propeller on
the end of each. The MUAV achieves movement through
varying the speed of these rotors. For example, by reducing
the speed of two rotors on one side, the MUAV looses lift
on this side, causing it to angle slightly. This angle, in turn,
creates horizontal thrust (much like a helicopter angling for-
wards to move) [38].

Figure 1: A multirotor UAV with four rotor sets - a
‘quadcopter’. (XAircraft, 2014 [83])

UAVs can be controlled directly by an operator (much like
a remote-controlled aeroplane), or they can be controlled by
a pre-programmed computer. UAVs controlled by a com-
puter with the ability to complete tasks with no human in-
teraction are known as autonomous UAVs. The computer
can be located on the ground, from where it can send com-
mands wirelessly which will be processed and carried out by
the UAV. Alternatively, a computer can be installed on the
UAV, allowing the UAV to act completely independently.

Modern single-board microcontroller designs are su�ciently
small and lightweight to be installed directly on a UAV.
The Raspberry Pi is a popular single-board computer built
around a 32-bit Atmel ARM microprocessor [60, 8]. The
Raspberry Pi includes a 700MHz ARM processor [7], a GPU,
and 512MB of RAM, and runs variants of the Linux operat-

ing system [62]. This combination of computing power and
an operating system allow the Raspberry Pi to perform a di-
verse spectrum of tasks, from image processing to network
connectivity.

Communication with an autonomous UAV can be achieved
through a variety of means, such as analogue radio control
(for example, with a remote control), or digitally through a
WiFi network utilising 2.4 GHz UHF radio waves. In both
cases, a wireless radio receiver is installed on the UAV, re-
quiring the user to be within a fixed distance of the UAV to
maintain communications. Alternatively, mobile communi-
cations networks can also be utilised through the use of 4G
LTE or 3G modules, allowing communication with the UAV
from any location with network coverage.

A fully autonomous UAV is able to utilise a variety of on-
board sensors to complete tasks. Two common sensors are
global positioning system (GPS) devices and cameras. Through
the use of a GPS device, the UAV is able to locate itself in
terms of latitude, longitude and altitude [32]. This system
can be used to allow the UAV to follow a set of predefined
waypoints. An onboard camera can be used to allow the
UAV to perform tasks based on what is immediately visi-
ble. For example, the UAV can be programmed to recognise
certain objects and attempt to ‘follow’ them.

An autonomous UAV must be supplied directives to com-
plete; this can either occur during construction (‘pre-loaded’
instructions), or in real time through communicating with an
operator. There are a variety of methods of communication,
ranging from specially constructed remote control devices to
common smart phones. The latter option involves several
further possibilities: communication through a smart phone
‘app’ or through a web interface. This report elaborates on
methods of control and applications for an autonomous UAV
and presents a workable UAV control solution.

1.1 Applications
The global market share of autonomous UAVs in the civilian
sector is expected by the EU to increase to up to 10% of avi-
ation in the next 10 years [20]. This forecast is given in light
of recent developments in the private UAV sector, where
several major multinational corporations have launched re-
search and development operations into potential applica-
tions for autonomous UAVs.

1.1.1 Package Delivery
In December 2013, electronic commerce company Amazon.com
announced plans to deliver packages utilising autonomous
drones capable of carrying 5 pound packages, at speeds of
50 miles per hour [65, 2]. In the same month, Deutsche
Post (the world’s largest courier company) delivered a sub-
kilogram quantity of medicine using their own autonomous
UAV, raising speculation about potential uses for disaster re-
lief e↵orts [25, 30]. In February 2014, the United Arab Emi-
rates announced plans to launch a fleet of UAVs for civilian
purposes such as the delivery of o�cial documents, utilis-
ing sensors for fingerprint and iris-recognition systems [42].
Furthermore, Google revealed in August 2014 that they had
been developing UAVs for delivery purposes in Australia for
the past two years [47].
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1.1.2 Agriculture
Several companies o↵er UAV-based imaging solutions for
crop fields [45, 55]. UAVs are used to capture visual, ther-
mal, LiDAR or multi/hyperspectral images of crop fields.
These images can be used to map the terrain of the crops,
giving plant heights and counts, along with weed detection.
Canopy cover can be determined, along with various metrics
for judging crop ‘health’. Intelligent solutions can inform
farmers of regions that need to be harvested or sprayed, and
can help fix problems before they occur [41, 57, 66].

Figure 2: A combination of multispectral images
taken of a crop, used to assess crop ‘health’ through
a variety of metrics (Precision Hawk USA Inc., 2014
[55])

1.1.3 Filming and Surveillance
Today, a many commercial UAVs are available for both hob-
byist and commercial applications, such as the popular Par-
rot AR.Drone [54]. Drones specifically designed with high
quality cameras for filming purposes are abudant in the pri-
vate sector. Examples include the Coptercam [58] and Stea-
diDrone [68].

1.2 Project Scope
1.2.1 Previous Work
The purpose of the autonomous UAV project is to integrate
a Raspberry Pi with a six-rotor UAV (hexacopter) and build
autonomous functionality utilising only onboard sensors and
onboard processing. This project commenced in 2013, when
students purchased a DJI F550 UAV chassis, along with a
DJI NAZA M flight controller and all additional components
required for user-controlled flight [77, 53] . This ‘hexacopter’
(illustrated in Figure 3) could be operated utilising a Futaba
T14SG 14 channel 2.4GHz remote control, allowing flight in
a fashion much like a toy helicopter. Students then spliced
a Raspberry Pi between the Futaba R7008SB receiver and
the flight controller on the UAV, allowing the Raspberry
Pi to simulate the output from the remote control device.
Combined with a Qstarz GPS module and a Raspberry Pi
Camera module, they were able to achieve autonomous flight
of the UAV.

1.2.2 Current Work
The project this year was handled by a team of four students.
As such, four additional broad tasks were identified:

Figure 3: The hexacopter, a DJI F550 chassis mod-
ified to include a Raspberry Pi, Raspberry Pi Cam-
era and Qstarz GPS.

To develop a suite of adaptable software for basic hex-
acopter control.

To develop advanced flight algorithms for GPS way-
point navigation.

To develop advanced image processing functionality
for tasks such as object tracking, whilst providing dy-
namic environment awareness.

To develop a user interface for high-level hexacopter
control.

This report focuses on the latter task; presenting a method
of control for a Raspberry Pi controlled autonomous UAV
through a web interface, operable from any modern web-
enabled device (smart phone, tablet, laptop computer, etc).
This is presented in combination with a suite of ‘back end’
software for UAV control, along with methods of communi-
cation between the user and all presented layers of software.

2. LITERATURE REVIEW
2.1 Hexacopter UAVs
The family of vehicles falling under the category ‘UAV’ is
large. Fixed wing aircraft (such as the infamous ‘Predator
drone’ [22]) and weather balloons can be classified as UAVs.
The UAV used throughout this project is a ‘Vertical Take
O↵ and Landing’ UAV (VTOL UAV), capable of taking o↵
and landing without need of a runway.

A hexacopter features six rotor sets, each comprising of two
identical aerofoils, known as blades. These are attached from
one end to a common rotating shaft, which generates lift
upon rotation. The aerofoils generate a pressure gradient
between the regions above and below them when spun in
the correct direction through a fluid. The e↵ect of this is
a higher pressure on the bottom side of the aerofoil than
on the top side, causing the aerofoil to experience a net
vertical force known as aerodynamic lift [5]. In a hexacopter
configuration, the six rotors must each rotate counter to the
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rotors directly adjacent to them in order to counteract the
torque experienced by the UAV, so as to generate lift [4].

Rotation of the hexacopter is achieved by speeding up indi-
vidual motors relative to the others, causing an imbalance
resulting in a yaw rotation. Vertical thrust is generated by
spinning all rotors faster, and horizontal travel is generated
by decreasing the thrust of rotors on a certain side of the
hexacopter, causing it to move in that direction [24].

The extra rotors of a hexacopter o↵er several additional ca-
pabilities when compared to a helicopter (two rotors) or
quadcopter (four rotors) . A hexacopter features greater
lifting strength and stability, along with the ability to lose
one motor and still have su�cient power to control the UAV
[13].

2.2 UAV Control Methodologies
In order for a UAV to be autonomous, it must be able to
complete tasks without human interaction. Such control is
achieved through the use of computer systems.

2.2.1 External Control
An autonomous UAV can be controlled through a ground
control station. This is similar to an operator manually
controlling the UAV, except a computer is ‘using the remote
control’. The UAV can communicate information wirelessly
to the ground control station, such as camera and GPS data.
Such a setup exploits the power of conventional computer
systems to process commands for the UAV. Image process-
ing can be performed rapidly and e�ciently, and the ground
computer may have access to extensive databases of informa-
tion useful in determining the UAVs next course of action
(for example, map data). This control scheme is limited,
however, by the range of wireless communications between
the UAV and the ground control station, and the bandwidth
of these communications. Bandwidth limitations are com-
mon, and as such smooth, high resolution video is not al-
ways possible. An externally controlled UAV is ’tethered’,
and can never move out of the range of the control station
[34].

2.2.2 Onboard Control
A ‘truly’ autonomous UAV is able to control itself without
need for external systems. One step towards this goal is
achieved by placing a computing system onboard the UAV,
allowing it to process all commands itself. Such a computer
system must be compact and lightweight; the most popu-
lar systems meeting this criteria are the Arduino family of
microcontrollers and the Raspberry Pi.

Arduino. The Arduino [6] is a popular single-board micro-
controller designed around an 8-bit Atmel AVR microcon-
troller [9], or a 32-bit Atmel ARM [8]. The Arduino was
introduced in 2005 as an inexpensive and simple way to
allow the creation of devices that can interact with their
environment. As a relatively low-powered microcontroller
(the Arduino Uno has a maximum CPU clock speed of 20
MHz), the Arduino is designed to be used to solve specific
application problems; it is not intended to run an operating
system. This processing power limitation makes the Ar-

duino unsuitable for computationally intensive tasks, such
as image processing. As Arduino’s are not intended to be
used as general computers, they do not come with several
features such as LAN (Local Area Networking) and A/V
(Audio/Video) output. This functionality must be added
separately. [15]

Raspberry Pi. The Raspberry Pi [60] (shown in Figure 4)
includes a 700MHz ARM processor [7], a GPU, and 512MB
of RAM, significantly outperforming the Arduino. Instead
of executing code directly, the Raspberry Pi can run vari-
ants of the Linux operating system, allowing a greater po-
tential of tasks to be completed. Due to its increased power
over the Arduino, the Raspberry Pi can more easily handle
computationally intensive tasks such as image processing.
Additionally, due to running the Linux operating system,
the Raspberry Pi is able to handle additional tasks such as
wireless communication and interfacing, allowing for a user
to input directives to an autonomous UAV system. [75]

Figure 4: The Raspberry Pi Model B is a credit
card sized computer capable of running the Linux
operating system. (The Register, 2014 [64])

2.2.3 Sensors
An autonomous UAV cannot operate meaningfully with a
computer alone; it requires information from the world around
it. Common sensors used for flight include GPS devices for
latitude and longtitude positioning, Inertial Measurement
Units (IMUs) for compass and accelerometer data, and cam-
eras for visual awareness [37].

GPS Device. A GPS device can be used to provide posi-
tional data for a UAV in terms of latitude, longitude and
altitude [32]. Common GPS devices can provide horizontal
positional accuracy to within 3 metres, with a ‘worst case’
pseudorange accuracy of 7.8 metres at a 95% confidence level
[51]. Higher accuracy can be achieved through higher qual-
ity GPS devices, or augmentations such as the International
GNSS Service [40] and Global Di↵erential GPS [50].

Commercially available GPS devices suitable for connection
to an Arduino or Raspberry Pi include the QStarz BT-
Q818X GPS Module [59] and the Swift Navigation Piksi
GPS receiver [71]. The QStarz GPS Module is a standard
accuracy GPS device, with an operational accuracy of 100m
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always, whilst the Piksi GPS Module is an experimental de-
vice featuring centimetre level accuracy.

Raspberry Pi Camera. Visual cameras are a common data
rich sensor used to provide environmental awareness to au-
tonomous systems. A camera can allow a UAV to be aware
of obstacles or to track objects [74]. The Raspberry Pi Cam-
era [61] is an inexpensive five megapixel camera directly
compatible with the Raspberry Pi. Capable of both 1080p
and 720p images and video, this camera allows the Rasp-
berry Pi to locate objects by applying appropriate image
processing algorithms.

2.2.4 Communications
An autonomous UAV must be supplied directives to com-
plete; this can either occur during construction or operation.
In order to send the UAV directives, a wireless communica-
tion protocol must be chosen. There exist several options
utilising a range of wireless spectra and standards.

Radio Remote Control. Radio remote control devices can
be used to send flight instructions directly the UAV. These
devices generally send analogue yaw, pitch and roll signals
directly to a receiver on the UAV, allowing it to respond in
near real-time. Most modern remote control systems utilise
a spread spectrum technique over the 2.4 GHz band. This
technique spreads the bandwidth of the transmitted signal
over the frequency domain, allowing for a more stable con-
nection with increased immunity to interference and noise
[1]. The 2.4 GHz band is chosen as this is part of the in-
dustrial, scientific and medical (ISM) portion of the radio
spectrum; utilising this band (usually) does not require any
licensing or approval worldwide [10]. Depending on the re-
ceiver/transmitter used, ranges of several kilometres can be
achieved utilising the 2.4 GHz band. The Futaba T14SG 14
channel 2.4GHz remote control is currently used to control
the hexacopter directly [31]. It is possible to utilise a mod-
ified remote control to directly transmit telemetry to the
UAV; however, this is contrary to the goals of constructing
an autonomous UAV.

IEEE 802.15.4. The IEEE 802.15.4 standard specifies the
requirements for low-rate wireless personal area networks
(LR-WPANs) [85]. These networks focus on low-cost, low-
speed communication between devices. The standard is the
basis for several standards such as the ZigBee and XBee
specifications [27]. These specifications are used to produce
inexpensive, compact radio modules allowing digital com-
munications. These can operate on the 868 MHz, 902 MHz
or 2.4 GHz ISM bands. Whilst the range of the 2.4 GHz
band is limited, utilising the lower frequency ISM bands can
allow for e↵ective ranges of up to 20 km. However, utilising
this standard requires specialised hardware on the receiv-
ing end, and restricts communications to low bandwidths
(making applications like video streaming impractical) [14].

Wi-Fi. Wi-Fi is a local area network wireless technology
based on the IEEE 802.11 standards [73]. The name is de-

rived from a ‘play on words’ of the term Hi-Fi. Wi-Fi is a
ubiquitous technology, with the majority of modern smart
phones, tablets, and laptop computers coming with Wi-Fi
capabilities. Wi-Fi operates over the 2.4 GHz ISM and 5
GHz radio bands, however traditionally have very limited
range compared to that possible utilising a 2.4 GHz ana-
logue remote control. This is due to a plethora of factors,
such as limited transmission power, lower fault tolerances
than an analogue signal, and the congestion of the Wi-Fi
wireless radio band. Outdoors, ranges of 50-100 metres can
be expected [16, 84].

4G LTE. 4G LTE is a marketing term for a standard of
wireless communication for cellular networks called Long-
Term Evolution, or LTE. LTE does not meet the technical
requirements specified by the 3GPP consortium for a new
generation of cellular wireless communication, and hence the
term ‘4G’ is a misnomer.

LTE is based on the previous ‘3G’ network standards (GSM
/ EDGE and UMTS / HSPA). LTE increases the capacity
and speed of the previous standards by using di↵erent radio
interface combined with core network improvements. From
a practical perspective, both LTE and ‘3G’ networks allow
data to be transferred through a global cellular network,
removing the need to set up a local wireless network through
Wi-Fi or the IEEE 802.15.4 standards. A device controlled
through LTE or ‘3G’ can be operated from across the world,
if deemed necessary.

LTE features peak download rates up to approximately 300
Mb/s, an improvement over 3G by roughly a factor of ten.
Furthermore, LTE provides low latency communication (sub
5 ms), making it suitable for quick communication to a UAV
[21].

2.3 Human-Computer Interface
A human-computer interface, or user interface, is required
to supply directives to a UAV. As a common task in UAV
control is GPS navigation, a graphical user interface capable
of displaying a map is required. In designing such a user in-
terface, there are several considerations to take into account.
These include general user interface design principles, along
with what hardware and software the interface will be de-
signed for. In the case of the UAV, appropriate hardware
and software must be chosen to operate in a predominantly
outdoors environment, and the interface must provide clar-
ity in bright environments with potentially small screens.

2.3.1 Graphical User Interface Design
As a general consensus from a multitude of various sources,
the following elements are considered to be essential to any
well-designed user interface:

Clarity. The interface must avoid ambiguity through
using clear language and visual elements [56].

Concision. The interface must not be tedious to use,
or ‘bloated’. This criteria often must be balanced with
clarity [63].
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Familiarity. Even if an interface is used for the first
time, it can be made to feel familiar to the user through
elements such as real-life metaphors [35].

Responsiveness. The interface should provide timely
feedback to the user without causing frustration. This
criterion is especially important for a UAV; the user
must be able to tell the UAV to stop before something
goes wrong [23].

Consistency. Allowing a user to recognise usage pat-
terns across the interface aids the speed and under-
standing with which a user can operate the interface
[67].

Aesthetics. A ‘good’ looking interface helps users to
enjoy using the application, which assists in their use
of the interface [18].

Forgiveness. The interface should assist users in op-
erating it, without causing unnecessary errors [44].

2.3.2 Hardware

Smart Phones and Tablets. Smart phones and tablets have
become ubiquitous devices across the world in the past decade
[12]. These devices typically come with a touch screen and
GPS and Wi-Fi modules, allowing a user to access the in-
ternet and third party apps (including mapping software).
Modern smart phones and tablets have access to a similar
level of processing power as a Raspberry Pi, making them
suitable for many levels of control. However, most mod-
ern smart phones and tablets are not able to communicate
through more specialised protocols without external hard-
ware, such as 802.11.4 compliant protocols or analogue radio
transmission.

Laptop Computers. Modern laptop computers are gener-
ally more powerful than smart phones or tablets, and as such
are capable of more computationally intensive tasks, such as
image and video processing. However, they su↵er the same
limitations in that they require extra hardware for specific
applications such as GPS tracking or communication over
802.11.4 protocols.

2.3.3 Software

Mobile Apps. Three primary operating systems are installed
on modern smart phones and tablets: Microsoft Windows
Phone, Google Android, and Apple iOS. Each of these dis-
tributors maintains their own ‘app’ stores, allowing devel-
opers to create and distribute software to users. Developing
apps for each platform is a mutually exclusive task; an app
developed for one platform will not operate on another. This
is due, in part, to each platform executing code in di↵erent
languages: Objective C for iOS, Java for Android, and var-
ious C derivatives for Windows Phone. As such, developing
an app-based user interface would require supporting three
di↵erent code bases for three di↵erent platforms. Further-
more, development of mobile apps excludes operation of the
user interface on other platforms, such as laptop computers
[19].

Web Interface. A web interface is a user interface that op-
erates through a internet browser. Modern internet browsers
do not su↵er the cross-compatibility problem to the same ex-
tent as mobile apps; code written for one internet browser
will operate similarly in another without any modification.
Furthermore, all modern hardware identified in Section 2.3.2
is capable of running a variety of internet browsers. As such,
a web interface is a more broadly compatible solution for
hexacopter control than a suite of mobile apps. However,
due to their generic nature, web interfaces can often su↵er
from poor, unresponsive design compared to mobile apps,
which are specifically tailored for their devices.

2.4 Web Interface Technologies
A modern web solution utilises a standard paradigm: a web
browser is used by a user to display web pages. These web
pages are constructed from the HTML and CSS languages,
describing the static layout of the web page; dynamic con-
tent is provided by a language called JavaScript. The web
page is constructed on a server through a language called
PHP, and then communicated to the user through the use
of a web server. Due to the dynamic nature of web pages,
the user always receives the most up-to-date version of a
web page at all times, without the need to manually update
[81, 49].

2.4.1 Browser
Popular modern web browsers include Google Chrome, Mozilla
Firefox, Microsoft Internet Explorer and Apple Safari. Per-
haps unfortunately, no modern web browser complies to the
standards of website rendering dictated by the World Wide
Web Consortium (W3C), the main international standards
organisation for the World Wide Web. This means that a
web interface must be adapted (if necessary) to render sim-
ilarly on each of these browsers [48].

HTML/CSS. A web browser is designed to display websites
written in HyperText Markup Language (HTML). HTML is
intended to define data and the structure in which it is to
be displayed. In order to change the look and layout of
this displayed data, Cascading Style Sheets (CSS) are used.
Together, these languages are used to describe a static (non-
changing) web page [36].

JavaScript and AJAX. In order for a web page to be inter-
active, web browsers are capable of executing a scripting lan-
guage called JavaScript. JavaScript can dynamically alter
the HTML and CSS content of a webpage, allowing for the
webpage to interact with the user. Furthermore, JavaScript
can be used for asynchronous communication; that is, allow-
ing the webpage to communicate with a server in the back-
ground, without refreshing the page. This method of com-
munication is known as Asynchronous JavaScript + XML
(AJAX), with the XML component describing the contents
of the data packets sent to and from the server [33].

2.4.2 Web Server
A web server is required to send webpages written in HTM-
L/CSS/JavaScript to a user. Web pages can be initially
written in a scripting language called PHP, which is then
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processed and constructed, with the output send to the web
server [11]. The final product is sent to the user through
TCP/IP network communications. There are several web
servers available to choose from, each o↵ering a di↵erent set
of features.

Apache HTTP Server. The Apache HTTP Server [72],
colloquially called Apache, is the most popular web server
used on the internet, estimated to serve 54.2% of all active
web sites as of June 2013 [80]. Apache is a full featured
web server, providing extensive functionality and methods
of configuration. As such, Apache can be rather resource
intensive compared to other alternative web servers [29].

Nginx. Nginx (pronounced ‘engine-x’) is a suite of software
containing a web server. Nginx is estimated to serve 14.56%
of websites on the internet as of June 2013, and is rapidly
growing as a popular alternative to Apache [80]. Nginx o↵ers
performance improvements over Apache, but requires more
in-depth configuration. As such, incorrectly configured Ng-
inx servers can open up the potential for security holes and
errors [52].

Lighttpd. Lighttpd (pronounced ‘lighty’) is a lightweight
web server, o↵ering small CPU load and a low memory
footprint when compared to Apache and Nginx, whilst still
maintaining the majority of features common to the others.
Lighttpd is an excellent choice for operation on a Raspberry
Pi, owing to the limited computing power of the Raspberry
Pi [43].

2.4.3 Inter-Process Communication
A web server/PHP configuration is suitable for generating
web sites, but not for controlling the flight or hardware of
a UAV. This is due, in part, to PHP being a scripting lan-
guage; it is not designed to run in the background. Rather,
it is designed to run as required, for example when a user
requests a web page. A flight control program must run
continuously to ensure correct UAV operation. As such, a
method of communication between PHP and a flight con-
trol program is required. There are several options, ranging
from manual network socket communication to higher levels
of abstraction in the form of interface description languages.

Network socket communication. Network sockets are the
endpoint of inter-process communications across a computer
network. Through the use of protocols such as TCP or UDP,
programs can send and receive data. In order for this to
occur, a program can either transmit or listen for data on a
network port. A port is software construct, existing to isolate
multiple streams of network communication from each other.
For example, web pages from the internet are served over
port 80.

Utilising network socket communication requires the writing
of a server (to listen for and respond to requests), and a
client to send out requests. This is a low-level method of
communication, and a lot of e↵ort must be expended to write

a reliable interface [26].

Representational State Transfer. As an alternative to util-
ising network sockets directly, there exist implementations
at a higher level of abstraction. For example, a Represen-
tational State Transfer (REST) interface abstracts network
communication to a uniform resource identifier (URI) and
standard HTTP methods (GET, PUT, POST, DELETE).
An example of a ‘REST-ful’ interface is an address ’http://
example.com/gps/location’; navigating to this address (or
URI) may return the current location of some device.

A REST-ful implementation does come with downsides; as
each URI is accessible through a web browser, it can be sim-
ple for malicious users to exploit commands; this is especially
a concern for a UAV. Furthermore, a REST-ful implementa-
tion is not the fastest method of communication, and does
not provide any facility for handling errors in commands
[28].

Binary Communication Protocol. A binary communica-
tion protocol is a protocol intended to be read by a machine
rather than a human being. This comes with advantages in
terms of speed; but can add complexity in design. A binary
communication protocol utilises network socket communi-
cation, but provides a fast and ready made interface with
facilities for error management.

Several implementations exist, such as Apache Thrift and
Google Protocol Bu↵ers. Apache Thrift is a protocol orig-
inally developed by Facebook for internal use in 2007, but
since released as an open source project to the Apache Soft-
ware Foundation (the maintainers of the Apache HTTP Server).
Google Protocol Bu↵ers was released a year later, and is used
internally by Google [69].

2.5 Mapping Software
A common requirement for an autonomous UAV is mapping
software, to display where the UAV is and any routes it may
take. There exist several web-based solutions providing this
functionality.

2.5.1 Google Maps
The most popular and well-known mapping software, Google
Maps provides an extensive developer Application Program-
ming Interface (API) allowing, among other things, the dis-
play of custom routes and markers. Google Maps operates
by presenting the user with a rectangular region defined by
two latitude and longitude pairs. This region is divided
into a grid based on the physical size of the users viewport
(screen). For each grid square, Google sends a small image
(a tile) mapping to that specific coordinate for a particu-
lar zoom level. The application tracks the movement and
zoom of the users viewport, and sends new tile information
appropriately.

Google stores this tile data on its servers, and does not pro-
vide functionality for downloading these tiles for permanent
storage on a device. As such, Google Maps requires an ac-
tive internet connection to operate, which may limit its use
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for UAV position marking [70].

2.5.2 Leaflet
Leaflet is a JavaScript library providing similar functional-
ity to Google Maps; however it is open source and usable
o✏ine [3]. In order to present a map image to the user,
tiles corresponding to certain coordinates need to be saved
locally. It is against Google’s terms of service to download
and use their tiles in this way, however several alternative
tile sources exist, such as the OpenStreetMap project [39].

3. PROCESS
3.1 Project Management
The hexacopter project is a team project with four individ-
uals contributing software. Each team member focuses on
distinct areas; one on writing fundamental control and inter-
face systems for the hexacopter, GPS, and IMU; another on
intelligent searching algorithms; and another on image pro-
cessing. Much of this work is interdependent, for example,
the intelligent searching algorithms depend on being able
to access the hexacopter flight systems and GPS. The user
interface sits at the top level, and must access and control
the searching and image processing functions. In order to
construct a user interface, work must be done in integrating
systems designed by other team members. As such, it was
necessary to establish a regime for collaboration.

3.1.1 Team collaboration
To facilitate multiple team members working on the same
code base, Git was chosen. Git is a distributed revision con-
trol and source code management system, originally released
by Linus Torvalds, the namesake of the Linux operating sys-
tem [46]. A Git system allows multiple users to modify the
same code base simultaneously, with each change (or com-
mit) logged and saved, allowing users to compare and/or
revert changes. The hexacopter Git system was set up on
GitHub, a public, free Git repository. 1

3.2 Code Base Design
To facilitate the software from di↵erent team members, the
code base was heavily modularised, allowing individual al-
gorithms and methods of control to be easily adapted to
di↵erent situations. The code base was split into several
levels; base, modules and apps. Base holds all the lower
level control code for hexacopter flight, the GPS, IMU and
buzzer. Modules holds higher level algorithms for flight ma-
neuvouring, waypoint tracking, intelligent search patterns,
and image processing functionality. Apps holds high level
applications for controlling the hexacopter, utilising combi-
nations of various modules and base functions to perform
defined tasks.

Under this scheme, illustrated in Figure 5, the user interface
is an app; a piece of software capable of instructing the hexa-
copter to perform various tasks as dictated through modules
functions.

1The hexacopter Git can be seen at
https://github.com/crazyoldmans/picopter

Figure 5: The structure of the collaborative code
base used by the hexacopter team.

3.2.1 Languages
Due to the limited processing capabilities of the Raspberry
Pi, and the hexacopter requirements for speed and respon-
siveness, C++ was chosen as the primary language for flight
control programs. Compared to languages such as Java and
Python, C++ is relatively low level, allowing for faster exe-
cution times and less overhead [76]. As the base system de-
velopment was completed in C++, other modules and apps
were also written in C++.

3.3 User Interface
3.3.1 Platform
In order to build a functional, reliable and understandable
user interface for the hexacopter, several steps were taken.
Firstly, a method of interface had to be chosen. As waypoint
navigation is one of the objectives of the project, a visual
interface capable of displaying mapping information must be
used. This excluded the possibility of using the radio remote
control, or some other button-based interface without visual
feedback. As the hexacopter will generally be used in a
variety of di↵erent environments, the device used for control
must also be easily portable. This leads to several classes of
portable LCD screen based devices: smart phones, tablets,
and laptops.

Depending on the situation, a user may prefer to control
the hexacopter ‘on the go’ with a smart phone or tablet, or
they may prefer a more immobile setup with a larger screen
through a laptop. As such, the user interface application
must be cross-platform, that is, capable of running on com-
mon smart phone, tablet, and laptop computer operating
systems. This requires the development of an application
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to run on Microsoft Windows and Windows Phone, Apple
Macintosh and iOS, and Google Android and Chrome OS.
There are a variety of cross platform languages available to
accomplish this task, such as Java. However, due to the
restrictive nature of application development on mobile de-
vices (see Section 2.3.3), the possibility of using an app was
discounted. As such, a web interface was chosen - this will
work on all required devices without the need to maintain
separate code bases for each platform.

In order for a user to connect to the interface, the hexa-
copter was connected to a 4G LTE device, allowing the web
interface to be published to the internet. Due to the inher-
ent insecurities faced here, the web interface was locked with
a password, rendering it inoperable to a malicious user. A
user would be able to access the interface utilising either a
Wi-Fi network or their own mobile broadband connection.
Additionally, a Wi-Fi device was also installed on the hexa-
copter, allowing the hexacopter to broadcast its own secure
‘hot spot’. A user would be able to connect to this, then
navigate to the appropriate web page to control the hexa-
copter.

3.3.2 Graphical User Interface Design Requirements
In addition to the usability guidelines listed in Section 2.3.1,
the web interface must accomplish several tasks mandated
by the overall project scope:

Display the location of the hexacopter (and the user,
if possible) on a map.

Display the hexacopter’s camera feed in real time.

Display the status of the hexacopter. This details what
the hexacopter is doing, whether that be standing by,
flying to a location, etc...

Track the movement of the hexacopter on the map
through a path.

Send the user’s location to the hexacopter, allowing
the hexacopter to track the user.

Allow the user to specify GPS waypoints for the hex-
acopter to traverse to.

Allow the user to specify a region for the hexacopter
to ‘scan’ over. The hexacopter will perform a ‘lawn-
mower’ pattern over this region, using the camera to
search for objects of interest.

Allow the user to tell the hexacopter to commence
flight operations (either waypoint traversal, region scan-
ning, or user tracking), and allow the user to stop the
hexacopter moving at any time.

Furthermore, the web interface must be designed to be scal-
able, allowing detection of various screen sizes and orienta-
tions to tailor the interface to the device being used. Code
must be written to give a consistent experience across the
major browsers.

Table 1: User Acceptance Testing Questionnaire

Hexacopter User Experience Questionnaire

Please rate the user interface in each of the following
categories by circling the appropriate star.

Clarity

Concision

Familiarity

Responsiveness

Consistency

Aesthetics

Forgiveness

Comments and Suggestions

3.3.3 User Acceptance Testing
To ensure the web interface operates as expected and to as-
certain whether it meets the criteria in Section 2.3.1, user
acceptance testing was performed. This testing involves al-
lowing a user to control the hexacopter through the web in-
terface, and then asking them a series of questions designed
to help improve the design of the interface. These tests were
performed as the the interface was developed, allowing it to
develop ‘organically’, meeting the needs and requirements
of its user base.

The ‘questionnaire’ given to each user (illustrated in Table
3.3.3) asked them to rate how the interface performed in
each of the design criteria given in Section 2.3.1. The users
were also asked to rate their experience with operating the
hexacopter for each of the primary functions listed in Section
3.3.2. Furthermore, general comments, feedback and sugges-
tions were also requested. An analysis of user responses is
provided in Section 4.2.

3.3.4 Web Interface Implementation
The web interface was implemented using the broad spec-
trum of technologies described in Section 2.4, in combination
with a server to control the functionality described in Sec-
tion 3.2. This flight control server was written in C++ in
order to interact with and control the functionality written
by other team members for purposes such as region scan-
ning and image processing. The overall implementation is
illustrated in Figure 6.

The Lighthttpd web server was chosen over alternatives for
several reasons: Lighttpd is simple to set up and oper-
ate, requiring minimal configuration compared to other web
servers. Furthermore, Lighttpd is a lightweight web server,
and when used in conjunction with PHP, it was found to use
no more than 5-10% of the processing power of the Rasp-
berry Pi for a short period of time (> 1 second), per request.
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As the primary code base for hexacopter control is written
in C++ (see Section 3.2.1) and the web interface server-side
control achieved through PHP, the web interface is not na-
tively able to communicate with the hexacopter control sys-
tem. This obstacle was overcome through the use of Apache
Thrift (Section 2.4.3). Apache Thrift was chosen for inter-
process communication over alternatives due to its binary
nature; it is fast, secure, and reliable.

In order to facilitate a mapping interface, the Leaflet JavaScript
mapping library (see Section 2.5.2) was used in conjunction
with tiles acquired from the OpenStreetMap project. This
was chosen over alternatives such as Google Maps as the
hexacopter may be operating o✏ine (if controlled through
Wi-Fi). A map of UWA was downloaded, given that the
hexacopter was primarily tested on campus.

Figure 6: The structure of software and languages
used in the final design, illustrating methods and di-
rections of communication between di↵erent layers.

4. RESULTS AND DISCUSSION
4.1 Final Design
The final design of the web interface is presented in Fig-
ures 7 and 8, with a User Manual provided in Appendix A.
The interface provides the functionality required by Section
3.3.2 and meets the design guidelines presented in Section

2.3.1, with supporting evidence given through user accep-
tance testing results in Section 4.2.

Figure 7: The final user interface, rendered on a
Nexus 7 Android tablet. The user interface is shown
waiting in ‘Manual Mode’, waiting for a connection
to the hexacopter.

The interface is segmented into two main areas; a viewing
window and an options menu. The orientation and further
segmentation of these areas depends on the screen size and
orientation with which the interface is accessed. As seen
in Figure 7, the interface provides only a map and options
menu in a vertical fashion on a portrait-orientated tablet
or smart phone. In this scenario, the option is given to
toggle the map view with a camera feed (with an overlay
showing detected objects of interest). If the tablet or smart
phone is rotated, the interface will adapt itself to a landscape
orientation appropriately.

If used on a laptop computer, or any device with a large
enough screen, the interface will detect unused screen area
and attempt to fill it intelligently. For example, as shown in
Figure 8, the interface has filled the bottom right area with
a camera feed, meaning there is no need to toggle the map.

The options menu of the interface follows a tabbed design;
that is, presenting the user with a series of ‘modes’ for overall
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Figure 8: The final user interface, rendered on a
Windows 8 machine through Google Chrome. The
interface is shown waiting in ‘Manual Mode’ for user
instructions. A camera feed (showing the research
lab) is shown.

hexacopter functionality (waypoint traversal, region scan-
ning, user tracking), and only allowing them to interact with
one of these modes at one time. This streamlines the inter-
face, and reduces the potential for error or confusion. How-
ever, a button to stop the hexacopter is always available
on the screen, ensuring the user can stop the hexacopter
regardless of the mode they’re viewing.

The web interface is kept constantly informed by the hex-
acopter as to what it is doing, for example, traversing to
a waypoint, scanning a region, or standing by. This infor-
mation is displayed to the user at all times as the current
‘status’ of the hexacopter, adding to the dynamic nature of
the web interface. Furthermore, the current location of the
hexacopter and user are continuously displayed on the map,
along with a path showing the previous movements of the
hexacopter. The user may choose to toggle and reset the
display of this path through an options tab.

The user is able to specify waypoints for traversal, or a
region for scanning over. This is implemented through a
‘lock-down’ technique. The user specifies they wish to enter
waypoints by pressing a button, causing all buttons (except
the ’edit’ and ‘stop’ buttons) to disable themselves on the
interface. Any touch on the map after this point will add a
new waypoint. Waypoints can also be dragged around the
map to have their location changed, or tapped again to be
deleted. This functionality is illustrated in Figure 12, Ap-
pendix A. A region is added in much the same way, except
only two waypoints can be specified and changed. The web
interface will automatically draw a ‘box’, showing the region
to be scanned (Figure 13, Appendix A).

When the hexacopter traverses between waypoints, the next
waypoint is indicated through a di↵erent colour and sta-
tus message, with already ‘completed’ waypoints indicated
through a di↵erent colour change (to red). This functional-

ity is illustrated in Figure 9.

Figure 9: Screenshot illustrating the hexacopter
traversing waypoints.

4.2 User Acceptance Testing Results
As described in Section 3.3.3, user acceptance testing was
performed throughout the development of the interface. Users
were requested to complete a questionnaire, illustrated in
Table 3.3.3. The users chosen for testing were selected from
a diverse a sample as possible; however this was restricted
by factors such as the battery life of the hexacopter (10-15
minutes flight time per battery) coupled with the availability
of candidates at times when the hexacopter was able to be
flown (and not undergoing software or hardware changes).

A spread of 15 di↵erent users trialled the interface through-
out its development. Trials were conducted over ten weeks
(weeks 32 to 41 of the year), with at least two trials occur-
ring per week. A total of 22 trials were conducted, with
some of the 15 users trialling the interface twice. As the
study continued, suggestions were taken into account and
developed, resulting in a general trend for mean scores to
increase. A graph of the mean trial scores from each week
is shown in Figure 10.

The early iterations of the interface were simple; with the
major overhaul to resemble the final interface occurring by
Week 36. The results of this overhaul are evident in Figure
10; a significant improvement. It was found that, on average,
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Figure 10: Mean user rating of the web interface out
of five as it was developed over ten weeks.

scores for clarity and concision remained high throughout
development, whilst responsiveness, aesthetics and consis-
tency improved as the study progressed.

Through utilising this method of progressive user acceptance
testing, the web interface design was able to progress into a
highly polished and proven form.

4.3 Response Times
In keeping with the design requirements of the web inter-
face, it is essential that the interface control the hexacopter
rapidly; especially in dangerous scenarios (for example, send-
ing a sudden stop command to avoid a crash). Furthermore,
the resource usage of the web interface and control server
in terms of CPU and memory usage were to be kept to a
minimum, to allow the Raspberry Pi ample computational
power to smoothly calculate flight plans and perform image
processing.

In addition to concerns over computational power, network
latency must also be taken into account. This concern is es-
pecially valid for when the hexacopter is controlled through
4G network; cellular networks have the potential to be un-
reliable as compared to conventional Wi-Fi networks.

To achieve these ends, lightweight design choices were made
throughout the construction of the web interface, for exam-
ple, the use of the Lighttpd web server, the binary communi-
cation protocol Apache Thrift, and the use of the relatively
low level language C++ for core flight control (see Sections
3.2.1 and 3.3.4).

Figure 11 illustrates the CPU demand through normal usage
of the web interface with the flight control server running.
It is seen to be consistently at roughly 5-10% usage, leaving
most of the CPU power available for other flight programs
to utilise.

When Wi-Fi is used, hexacopter response times are found
to be fairly constant at 200 milliseconds. When 4G LTE
is used, response times are consistent at 250 milliseconds.

Figure 11: Raspberry Pi CPU load over a period of
two minutes when running the flight control server
with a user connected to the web interface.

These times are below half a second, and were found to give
the user the impression of a responsive system through the
user acceptance testing survey described in Section 4.2.

5. CONCLUSIONS AND FUTURE WORK
This report presents a highly polished and tested user inter-
face and control server software package enabling autonomous
control of a UAV. This software was applied to a DJI F550 +
NAZA M hexacopter package which was modified to enable
control through a Raspberry Pi computer. This software
package allows a user to interface with a UAV through a
variety of input devices, such as smart phones, tablets, and
personal computers. The functionality to specify waypoints
for UAV to traverse and regions for the UAV to scan over
utilising a camera is provided through the interface.

The interface was developed utilising existing web technolo-
gies for a uniform experience across a multitude of devices
and browsers. Capable of working o✏ine, the interface pro-
vides o✏ine mapping data and live video feeds from a con-
nected UAV. UAVs may be connected to the interface through
a Wi-Fi network, or through 4G LTE, allowing for control
at great distances.

The interface is non-resource intensive; utilising resource-
light technologies and techniques to operate such as Lighttpd,
Apache Thrift, and C++, as demonstrated in Section 4.3.
Furthermore, utilising the recommended methods of com-
munication with the hexacopter results in sub 0.5 second
response times.

5.1 Applications
As described in Section 1.1, there is a wide array of commer-
cial and industrial applications for UAVs, including parcel
delivery, agriculture, and filming and surveillance. Utilis-
ing the software package presented in this report, UAVs can
be programmed to automatically scan over regions of land
for objects of interest. This is especially applicable to agri-
culture, where UAVs can be fitted with specialised spectral
cameras, allowing for the automated detection of irregulari-
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ties within crop fields. Furthermore, utilising the navigation
capabilities presented through this software, UAVs can be
used for small manual package delivery and filming.

5.2 Future Work
The interface described in this report allows the user to
specify UAV tasks for completion, along with informing the
user about the current status of the UAV. This interface
is expandable to accommodate additional flight algorithms
as they are developed, for example, to allow the UAV to
perform specialised aerial manoeuvres.

The installation of a lightweight longwave infrared sensor
on UAV could be used to scan for regions of interest in tem-
perature, leading to applications in the agricultural sector.
An example of such a sensor is the FLIR Lepton compact
sensor.

The QStarz GPS used on the hexacopter can be upgraded
to the Swift Navigation Piksi GPS receiver. This will allow
for centimetre level GPS accuracy, allowing the hexacopter
to perform advanced, intricate flight manoeuvres.

Further interface improvements are possible; for example, an
automated ‘return to home’ feature could be implemented,
in the event that the UAV leaves the range of wireless re-
ception. Furthermore, the possibility for further integration
with various flight algorithms is possible. For example, the
interface could o↵er the user the possibility to tune param-
eters used in an automated search operation.

A new and upcoming technology is the Oculus Rift, a vir-
tual reality headset [79]. It would be possible to adapt the
user interface to display through this, allowing a user full
immersion with the activities of the UAV.
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APPENDIX
A. WEB INTERFACE USER MANUAL
This manual describes the operation of the DJI F550 +
NAZA M hexacopter package modified for autonomous op-
eration as described this report. The hexacopter is shown
pictured in Figure 3, Section 1.2.1.

A.1 Setting Up
To power on the hexacopter, attach a charged battery to the
underside of the base and connect the battery leads. Then,
flick the switch atop the hexacopter. If powered, the hex-
acopter will play a short startup melody and prepare itself
for operation. Additionally, ensure that the Qstarz GPS
module is powered on. Once the hexacopter autonomous
control software has started, the hexacopter will beep once.
At this point, you may connect to the hexacopter using a
web enabled device.

A.2 Connecting to the Hexacopter
There are two methods of connection to the hexacopter; ei-
ther through the 4G LTE module or through local Wi-Fi.

A.2.1 4G LTE Connection
Once connected to the cellular network, the hexacopter web
interface will be accessible from any internet connected de-
vice through the following URL:

http :// p i c op t e r .mooo . com

If using 4G LTE, for security reasons, the interface will
prompt for a password. By default, this is qwerty12345.

A.2.2 Wi-Fi Connection
The hexacopter will broadcast a WPA encrypted wireless
network hotspot called picopter. The default password is
qwerty12345. Once connected to this network, the web in-
terface will be accessible from the following URL:

http : / / 1 0 . 5 . 5 . 1

A.3 Manual Hexacopter Operation
For safety purposes, the hexacopter will not take o↵ or
change altitude by itself. This functionality must be con-
trolled manually through the Futaba T14SG remote control.
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To launch the hexacopter, place it on flat ground with no ob-
structions within a 2 metre radius. Tilt both joysticks of the
remote control inwards and downwards to start the motors,
then release and tilt the left joystick up slowly to gain alti-
tude. The hexacopter will hover in place unless instructed
to move.

The hexacopter has two modes defined by the remote con-
trol; manual and automatic, corresponding to the top right
switch being down and up. In manual mode, the hexacopter
will not control itself autonomously, and will allow the re-
mote control to send telemetry. In automatic mode, the re-
mote control will have no control except for altitude, whilst
the hexacopter controls yaw and pitch.

A.4 Device Orientation and Screen Size
The web interface will automatically scale itself to suit the
screen size and orientation of the device you are using. If
used on a portrait orientated device, the display will consist
of a map and an options menu, vertically aligned. To tog-
gle the map with the camera in this orientation, select the
Options tab, and select Toggle Camera.

If the interface is used on a landscape orientated device with
su�cient resolution, the camera feed will display in the bot-
tom right corner of the screen automatically.

A.5 Operating Modes
To change between di↵erent operating modes of the inter-
face, select one of the tabs listed on the side of the overall
menu structure.

A.5.1 All Stop
This button will stop the hexacopter moving, and cause it
to hover in place. This button is always accessible.

A.5.2 Status
This tab details the detailed status of the hexacopter. In-
formation such as bearing, state, GPS location, and latency
are given.

A.5.3 Manual
This tab enables manual waypoint traversal mode. To add
waypoints, tap Edit Waypoints. The rest of the buttons in
the options menu will disable, except for the All Stop, Edit
Waypoints and Reset Waypoints buttons. At this point, tap
anywhere on the map to add a new waypoint. This is illus-
trated in Figure 12. Tapping again on a waypoint will delete
it, and dragging a waypoint will move relocate it. Once all
waypoints have been configured, tap Edit Waypoints once
more to leave the editing mode.

Tap Reset Waypoints at any time to remove all waypoints
on the screen.

Tap Begin Flight to start the hexacopter traversing the
waypoints.

A.5.4 Automatic
This tab enables automatic region scanning mode. To add
a region, tap Edit Boundaries. The rest of the buttons in

Figure 12: Screenshot illustrating waypoints being
added to the web interface.

the options menu will disable, except for the All Stop, Edit
Boundaries and Reset Boundaries buttons. At this point,
tap anywhere on the map to add the first corner an area, and
tap again to add the second. The web interface will draw
a box between these two points, showing the region to be
scanned over. This is illustrated in Figure 13. Tapping again
on a corner of the box will delete it, and dragging a corner
will resize the box. Once the boundaries have been config-
ured, tap Edit Boundaries once more to leave the editing
mode.

Tap Reset Boundaries at any time to remove the bound-
aries on the screen.

Tap Begin Flight to start the hexacopter scanning the spec-
ified region.

A.5.5 Tracking
This tab enables automatic user tracking mode. This mode
will only function if the hexacopter is controlled from a
device with an inbuilt GPS. Tap Begin Tracking to have
the hexacopter move towards the control device. The hexa-
copter will then follow the device at a safe distance.

A.5.6 Settings
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Figure 13: Screenshot illustrating a bound region
being added to the web interface.

This tab allows the adjustment of settings for the web inter-
face. If using the interface from a lower resolution device,
tap Toggle Camera to toggle the map view with a camera
feed from the hexacopter, illustrated in Figure 14. Tap Tog-
gle Flight Path to toggle display of the red flight path of
the hexacopter.

A.6 Flight Safety Procedures
The hexacopter will not move unless the remote control is
switched to automatic mode, as described in Section A.3.
If the hexacopter is requested to start moving, and the re-
mote control is in manual mode, the interface will display a
prompt. The hexacopter will then wait for automatic mode
to engage before moving.

If an IMU (Inertial Measurement Unit) is not installed on
the hexacopter, it will perform a bearing test before com-
mencing any flight manoeuvres. The bearing test involves
moving in a straight line for 5 seconds. The interface will
warn before the hexacopter performs this test. Ensure that
the front of the hexacopter (denoted by two red coloured
arms) is facing away from any obstructions before starting
this test.

A.7 Shutting Down

Figure 14: Screenshot illustrating toggling the cam-
era display in the portrait orientation.

To cease flight, ensure that the hexacopter is not moving
by pressing the All Stop button on the interface. Then,
using the remote control, lower the altitude slowly until the
hexacopter touches the ground. Move the altitude control
stick directly downwards to disengage the motors. The hex-
acopter can now be safely powered o↵.

A.8 Troubleshooting
A.8.1 The web interface doesn’t display correctly
Ensure that you are using a modern browser such as Google
Chrome, Mozilla Firefox, Apple Safari or Microsoft Internet
Explorer, and that it is up to date. If this does not resolve
the problem; refresh the webpage manually.

A.8.2 No connection can be made through 4G LTE
The domain name is configured to redirect to the public IP
address of the hexacopter, which can change occasionally.
Wait for the IP address change to propagate to DNS servers
(a few minutes), then retry connection.

A.8.3 The hexacopter beeps three times instead of
flying

Ensure that the Qstarz GPS module is switched on. If this
is the case, the module has not aquired a GPS lock, and the
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hexacopter cannot perform navigation. Wait for the GPS
module to aquire a lock.

A.8.4 The hexacopter doesn’t take off
The DJI NAZA-M flight controller comes with its own inte-
grated GPS, used as a safety feature. The hexacopter will
not take o↵ unless this achieves a GPS lock. Wait for this
GPS module to aquire a lock.

A.8.5 The hexacopter does not hover in place, but
moves erratically

Land the hexacopter immediately. Perform an IMU calibra-
tion using the DJI NAZA-M flight software. Ensure that
the hexacopter IMU is aligned correctly; it may need to be
rotated.

B. UAV CONTROL SOFTWARE
The complete suite of UAV control software is available at:

https : // github . com/crazyoldmans / p i c op t e r

The web interface described in this report is available from:

https : // github . com/crazyoldmans / p i c op t e r / t r e e
/master /www

The control server software is available from:

https : // github . com/crazyoldmans / p i c op t e r / t r e e
/master /www waypoints

C. WEB INTERFACE DESIGN INSPIRATION
The web interface design is inspired by a fictional computer
system called LCARS, based on the Star Trek entertainment
franchise. This design was chosen as it is a fluid, simple and
visually appealing design, and will hold value to certain users
of the system. Aesthetics, as mentioned in Section 3.3.2, are
a major design consideration and feature. An image, for
comparison, is given in Figure 15.

Figure 15: A screenshot from Star Trek Neme-
sis, illustrating the LCARS computer display sys-
tem the web interface in this report is inspired by.
(Wikipedia, 2014 [82])
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